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ABSTRACT

We demonstrate the value of integrating administrative datasets to study factors that
contribute to forming business networks in Australia. We describe how we use a semantic
web approach to integrate data, extract business network information and apply statistical
network models for analysis. This study uses exponential random graph models (ERGMS)
and latent space models (LSMs) to describe the factors contributing to the formation of
business networks. We combine different sampling approaches (e.g. stratified sampling,
case control sampling and one step snow-ball sampling) to overcome computational prob-
lems for the statistical network models. This research shows that it is not appropriate
to use a statistical model approach that ignores the endogenous network structure of the
data.

We find that larger firms are more likely to form business networks in comparison with
small and medium size firms. ERGMs and LSMs suggest that firms have a tendency to
form a business network with other firms that have a similar productivity level after GFC.
ERGMs suggest that firms are less likely to participate in business networks with other
firms that have a similar level of sales after GFC. Firm experience does not affect the
probability of forming business networks. This is shown by the insignificant coefficients
in most ERGM and LSM results. However, we find that firms with more products are
more likely to form business networks.
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1 Introduction

“A complex business market can be seen as a network where the nodes are business units —
manufacturing and service companies and the relationships between them are the threads.
Both the threads and the nodes in the business context have their own particular content.”

Håkansson and Ford (2002, p.133)

As Håkansson and Ford (2002) describe nicely, the market is a business network where
firms are nodes and relationships between them are ties. Collaboration, the focus of this
study, is one of many different business relationships that lead to the formation of business
networks. Ties can also be formed between firms of similar or different sizes, and within or
between industries. Firms that do not collaborate become isolates in the network. Nodes
and ties exist in the context of every firm’s interactions with one another in the market.
Firms continuously adapt and change their associations to meet their needs and ensure
market success. These firm behaviours affect business outcomes. Firms could gain greater
market influence and better market position because of the competitive advantages they
develop through participation in business networks (Wilkinson and Young, 2002).

Several studies show that firm participation in business networks (forming ties through
collaboration) is positively associated with firm performance (see Belderbos et al. (2004),
Miotti and Sachwald (2003) for international studies and Gronum et al. (2012), Soriano
et al. (2018), Divisekera and Nguyen (2018) for Australian studies). The Australian Gov-
ernment recognises the benefits that can be gained from firm participation in business
networks. It uses a range of initiatives to encourage firm collaboration to enhance busi-
ness competitiveness and ultimately achieve economic growth. These include the suite of
initiatives under the Australian Research Council’s Linkage Program, which provide fund-
ing for research collaboration between research institutions and industry organisations.
The Department of Industry, Innovation and Science’s (DIIS) Entrepreneurs’ Programme
and Cooperative Research Centres provide funding for industry-led collaborations on new
technologies, products and services to enhance business competitiveness and productivity
(DIIS, 2019b,a).

There are different types of business networks ranging from more structured, e.g. busi-
ness groups, to less structured, e.g. R&D consortia and commercial associations. These
different types of business networks facilitate different degrees of knowledge transfer and
create social capital to enhance business performance (Inkpen and Tsang, 2005). We use
network analysis to study firms that belong to both R&D and commercial business net-
works. Focusing on firms belonging to both of these business networks and developing
an understanding of how they form business networks will help inform policy that en-
courages economic growth. Commercialisation of innovation is an area Australia needs
to improve in. According to the 2018 Organisation for Economic Co-operation and De-

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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velopment’s (OECD) science score board, Australia ranks last in businesses collaborating
on innovation with higher education or research institutions (Organisation for Economic
Co-operation and Development, 2017). This is despite ranking ninth in research excel-
lence across OECD countries (Organisation for Economic Co-operation and Development,
2017). Commercialising innovation can be an important source of economic growth, espe-
cially in the information age when knowledge provides competitive advantages for firms
(Jacobs, 2018).

This paper is structured as follows: Section 2 provides the literature review, Section 3
describes scope of the data and our sampling approach to reduce the data to a compu-
tationally feasible size for analysis, Section 4 presents the statistical models. We explore
approaches that allow statistical inference without independence assumptions. For exam-
ple, exponential random graph models (ERGMs) allow for inclusion of a set of network
statistics derived from the characteristics of vertices or edges (Cranmer and Desmarais,
2011, Cranmer et al., 2017). Section 5 discusses empirical results and the final section
gives some conclusions and future directions for further research. Section 𝐶 in the Ap-
pendix discusses estimation methods, Section 𝐷 in the Appendix provides details for the
semantic web data model and queries to extract information on firms belong to both R&D
and commercial business networks for analysis.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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2 Literature review

“Disentangling the effects of selection and influence is one of social science’s greatest
unsolved puzzles: Do people befriend others who are similar to them, or do they become
more similar to their friends over time?”

Lewis et al. (2012, p.68)

Lewis et al. (2012) succinctly summarise the two key research topics in network analysis:
social influence and social selection. The dependent variable in social influence analysis
focuses on the nodal attributes of the subject, e.g., productivity, innovation etc. Con-
nections within business networks are included as explanatory variables. In comparison,
social selection analysis includes connections within business networks as the dependent
variable and nodal and edge attributes of the subjects as explanatory variables. To ex-
plain these differences, consider the following example of four different firms (nodes A,
B, C and D) (Friemel, 2015). The colour (black or white) indicates the two states of a
binary attribute of the firms, e.g., low or high productivity etc. The ties indicate the
relations between firms. The relations can be a R&D or a commercial business network.
Figure 1 shows the social selection process. Initially, firm A and firm C participate in one
business network and firm B and firm D participate in another business network. Over
time, the process of homophily, which means similar firms are more likely to participate
in a business network with each other, leads to firm A and firm B participating in one
business network and firm C and firm D participating in another business network. This
is because A and B, as well as C and D are similar (indicated by the colours of the nodes).
At the same time we observe zero selections between firm A and C and between firm B
and D.

Figure 1: Social selection process
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In comparison, Figure 2 shows the social influence process. There exist relations between
firm A and B. An influence process affects how firm A adjusts colour to be the same as
firm B. For example, if firm B (black) is more productive than firm A, over time firm B
exerts influence on firm A so firm A will also become more productive at time 𝑡1 .

Figure 2: Social influence process
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B

It is interesting to note that Figures 1 and 2 show that firm A and firm B have the same
outcome (indicated by the black colour) despite the underlying selection and influence
processes being entirely different.

The literature on the effects of the social influence process on business networks is exten-
sive. Several studies show that firm collaboration in business networks is positively as-
sociated with firm performance. Belderbos et al. (2004) and Miotti and Sachwald (2003)
analyse Innovation Surveys from the Netherlands and France respectively. They find
that firm participation in R&D business networks is an important source of innovation.
Firm participation in R&D business networks enables knowledge transfer between firms
by sharing technology. Similarly, Australian studies analysing the Australian Bureau of
Statistics (ABS) Business Longitudinal Database (BLD), also find that firm participation
in business networks plays an important role in enhancing the performance of small &
medium size firms. They include Gronum et al. (2012) on innovation and productivity in
the manufacturing and services industries, Soriano et al. (2018) on innovation in the food
industry and Divisekera and Nguyen (2018) on innovation in the tourism industry.

The literature on the effects of the social selection process on business networks is growing.
Kim et al. (2016) use ERGMs to study the formation of board interlock director networks
in US publicly listed companies. Mizruchi (1996) describes an interlocking director as a
director who is a member of board of directors for at least two firms. Kim et al. (2016)
show the importance of including both the nodal attributes of firms and the structural
effects of the business network. This is because these structural effects are endogenous
and they can influence the formation of business networks when firms share common
directors on their boards. Friel et al. (2016) use latent space models (LSMs) to study
interlocking directors in Irish publicly listed companies between 2003 and 2013. The
LSMs measure the likelihood for two firms to form a tie given the distance between the

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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firms in a latent space (Salter-Townshend and McCormick, 2017). Friel et al. (2016) find
the level of interlocking, measured by latent space, increased before and during the Global
Financial Crisis (GFC).

Our study adds to the growing literature on the effects of social selection process business
networks in Australia. We want to address the following questions: Are similar firms
more likely to collaborate when we only consider forms participate in both R&D and
commercial business networks? Did the global financial crisis (GFC) have an impact on
the process of forming business networks for the sampled firms in our particular setting?
This study uses a semantic web approach to integrate open data and ABS data and applies
statistical network analysis to address these questions.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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3 Data

3.1 ABS data

The Australian Taxation Office (ATO), Australia Business Register (ABR) and ABS
datasets are held in both the Business Longitudinal Analysis Data Environment (BLADE)
(ABS and DIIS, 2017) and the prototype Graphically Linked Information Discovery En-
vironment (Chien and Mayer, 2015). The ATO data is provided to the Australian Statis-
tician under the Taxation Administration Act 1953 and the ABR data is supplied to the
Australian Statistician under A New Tax System (Australian Business Number) Act 1999.
These acts require that these data are only used by the ABS for administering the Census
and Statistics Act 1905. The ABS is obliged to maintain the confidentiality of individuals
and businesses in these ATO and ABR datasets, as well as comply with provisions that
govern the use and release of this information, including the Privacy Act 1988 (ABS,
2015).

This study uses a strict access control protocol. Access to the datasets includes audit trails
and is limited to a need to know basis. All ABS officers are legally bound to secrecy under
the Census and Statistics Act 1905. Officers sign an undertaking of fidelity and secrecy
to ensure that they are aware of their responsibilities. The ABS policies and guidelines
govern the disclosure of information to maintain the confidentiality of individuals and
organisations. This study presents only aggregate results to ensure that they are not
likely to enable identification of a worker or a firm. The experimental ABS research
dataset contains 10, 039, 638 observations containing 2, 028, 564 ABNs between 2001–02
and 2012–13.

3.2 IP Australia's 2017 Intellectual Property Government Open Data

IPGOD includes over 100 years of IP rights records administered by IP Australia compris-
ing patents, trademarks, designs and plant breeders’ rights (IP Australia, 2017, Benjamin
et al., 2016). Table 1 describes datasets used to study R&D and commercial business net-
works. We use the joint patent or trademark applicant information to identify business
networks. Patent and trademark applications can be filed by one applicant or multiple
applicants. Over the sample period, between 2002–03 and 2012–13 there are 129, 306
applicant–patent application combinations with 21, 887 unique patent applications. The
data cleaning step removes 23, 530 applications with no ABN information. In comparison,
there are 1, 479, 276 applicant–trademark application combinations with 250, 378 unique
trademark applications. The data cleaning step removes 40, 606 applications with no
ABN information. There are 1, 610, 202 applicant–patent or trademark application com-
binations with 272, 480 unique patent or trademark applications in a combined patents
and trademarks dataset. We focus on firms that do and do not participate in both R&D

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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and commercial business networks. We use a semantic web approach to integrate and
extract relevant information on firms (see Appendix 𝐷 for more discussion). The data
cleaning process removes 145 ABNs and 185 applications with no valid records. The sam-
ple contains 24, 039 applicant–patent or trademark application combinations with 3, 799
unique ABNs. The number of edges is reduced significantly when we compare raw cleaned
IPGOD datasets with the experimental combined ABS—IPGOD datasets.

Table 1: Summary of the experimental combined ABS−IPGOD datasets

Cleaned IPGOD PAT TMK PATTMK
Applications firm observations 129,306 1,479,276 1,610,202
Number of applications 21,887 250,378 272,480
Number of distinct ABN 7,955 82,860 86,772
Edges 17,116 45,621 59,214
Experimental combined dataset ABS—PAT ABS—TMK ABS—PATTMK
Application firm observations 36,291 381,305 24,039
Number of distinct ABN 6,228 67,686 3,799
Edges 3,826 17,867 1,306

Note. PAT = Patents, TMK = Trademarks, PATTMK = Patents and Trademarks

The five applicant types are international, small or medium-sized enterprises, large firms,
private applicant and unknown. We focus only on small and medium-sized enterprises
and large firms because these are the only firms we can link to the ABS datasets using
Australian Business Numbers (ABNs) or Australian Company Numbers (ACNs). The
100% stacked bar charts in Figure 3 show the proportion of applicant types for patents
and trademarks over the sample period before combining datasets. The majority of patent
and trademark applicants are from small and medium-sized enterprises.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 3: Proportion of applicant types for patents and trademarks between 200203 and 201213
before data integration
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3.3 Combining administrative data sources

The benefits and challenges associated with using administrative data for statistical pur-
poses are well documented in Tam and Clarke (2015). Administrative data sources con-
tain deterministic linking keys such as ABNs or ACNs which enable high quality linked
datasets. Missing data can still arise, even when quality linking keys are available. Miss-
ing data can be caused by the timing of processing or the scope of firms included in the
data sources. There are many different approaches to handle missing data, ranging from
complete case analysis and mean data imputation to more complex multiple imputation
approaches. See Graham (2009) for a detailed discussion. There is no single correct ap-
proach to handle missing data. Figure 4 shows that we would lose a significant amount
of information if we perform complete case analysis.
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Figure 4: Missing data patterns in integrated datasets
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The number of patent or trademark applications for each firm is 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠. See Appendix 𝐸 for more information.
1. * ABS data ** IPA data

We prefer to minimise the loss of information when we integrate datasets for our analysis.
Therefore, we assume data are missing at random and impute the missing values using
sequential regression in SAS proc mi procedure. We create 10 imputed datasets and
select the one that maximises the likelihood for model (21) below from the 10 datasets
in Appendix 𝐸. A detailed discussion of the method used in our study can be found in
Appendix 𝐵 and Chien et al. (2018b). All subsequent analyses use the imputed dataset.

3.4 A semantic web approach for multiple business networks

The scope of the analysis includes firms that participate (i.e. 𝐺𝑟𝑜𝑢𝑝𝐵𝑁) and do not
participate (i.e. 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁) in R&D and commercial (or multiple) business networks.
We define these two groups as

⎧{{{{{{{
⎨{{{{{{{⎩

𝐺𝑟𝑜𝑢𝑝𝐵𝑁 = Firms that participate in a business network

Firms file at least one patent application or at least one trademark

application with a firm that also files at least one patent and one

trademark application.

𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 = Firms that do not participate in a business network

Firms file at least one patent and one trademark

on their own and no application with another firm.
(1)

We use the semantic web to integrate datasets from ABS and IPGOD. This approach is
well suited to integrate data from multiple sources and to extract information on firms
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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participate in and do not participate in multiple business networks (see Appendix 𝐷). The
semantic web approach is often used to link information online. The research on using
this approach to link administrative data is growing (Chien and Mayer, 2015, Clarke and
Chien, 2015, 2017).

The semantic web approach allows us to organise administrative data sources by rela-
tionships in a graph rather than in a table with different columns (Harwood and Mayer,
2016). The entity of interest is firm which has an unique firm identifier, e.g., ABNs or
ACNs. The relationship of interest is whether or not firms belong to multiple business
networks. Firms that belong to multiple business networks are connected by joint patent
and trademark applications. Conversely, firms that file one patent application and one
trademark application on their own are considered isolates. The approach extract network
information on firms belong to multiple business networks (see details on the semantic
web approach in Chien et al. (2018a)). The semantic web approach is not the only way
to organise data in a graph format for network analysis (see Csardi et al. (2006) for an
introduction to igraph software). However, it is not as easy to capture data provenance
when creating graph objects in igraph.

Data provenance here refers to the database which contains the administrative records.
The semantic web approach also provides a platform for integrating data from multiple
sources in a machine interpretable way to enable future extensions and data visualisation
(Clarke and Chien, 2017, Berners-Lee et al., 2001).

Figure 5 compares the proportion of large firms to small & medium enterprises in these
multiple business networks. The number of business networks has grown over time in the
sample. Overall, there are no significant differences between the proportion of large firms
and small & medium enterprises over different periods. However, we observe a larger
increase in the number of firms after the GFC (2010 to 2013) period.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 5: Proportion of applicants types between 2003 and 2013 in business networks
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3.5 Sampling

We explore both ERGMs and LSMs in this analysis. We discuss both approaches in detail
in the next section. Both methods are computationally expensive because Markov chain
Monte Carlo (MCMC) process are not well suited to handle large datasets. For example,
ERGMs evaluate the probability of an observed connection given all the possible ties in
an observed network (Hunter et al., 2012). We have more than 17, 000 firms in our sample
which means that MCMC needs to evaluate the probability of an observed tie over more
than 289 million possible ties. Salter-Townshend and Murphy (2013) also discuss in detail
the computational difficulties of LSMs with MCMC methodology for a network consisting
of 604 nodes with 4640 ties.

Therefore we need to reduce the data to a computationally feasible size by taking a sample
of the data for analysis. However, we cannot use a simple random sampling technique for
our analysis due to the large number of firms that have no connection to any other firms
(isolates). Figure 6 shows there is a larger number of firms in 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 than firms in
𝐺𝑟𝑜𝑢𝑝𝐵𝑁 in our sample.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 6: Number of firms in 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 and 𝐺𝑟𝑜𝑢𝑝𝐵𝑁

7067 529

1188 125

2233 159

3646 245

1. All periods

2. Before GFC

3. During GFC

4. After GFC

1 0.5 0 0.5 1

no network network

Note. GFC = global financial crisis.

Our sample consists of two groups of firms (see the definitions in Section 3.4). We first
separate the time series data into three periods: before, during and after the GFC. We
want to avoid selecting the same edge or the same firm more than once in the same period.
For firms in 𝐺𝑟𝑜𝑢𝑝𝐵𝑁 , if they share the same application number more than once, we
randomly select one edge between two firms. Similarly, for firms in 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 , if a firm
has more than one observation, we randomly select one observation for that firm. For
example, if Firm A has observations in 2003, 2004 and 2005 in the before-GFC period,
we randomly choose one to represent that firm in that period. Note that Firm A can be
included in a subsequent period.

In Step 1 of the sampling step, we use stratified sampling by industry to select 30% of
firms in 𝐺𝑟𝑜𝑢𝑝𝐵𝑁 from each industry from a total of 18 industries. In Step 2, we use
one-step snowball sampling to select all firms that participate in a business network with a
firm from Step 1. Finally in Step 3, for firms in 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 , we use stratified sampling by
industry to select an equal number of firms in each industry from 𝐺𝑟𝑜𝑢𝑝𝐵𝑁 (see Algorithm
1 for details). Our sampling approach is similar to case–control sampling. Case–control
sampling is frequently used to study factors that contribute to rare diseases. The approach
compares subjects who have a disease (treatment group) with similar subjects who do
not have the disease (control group; Breslow, 1982). Our ‘treatment group’, 𝐺𝑟𝑜𝑢𝑝𝐵𝑁 ,
contains three types of firms in business networks: firms that file at least one patent
application, firms that file at least one trademark application and firms that file at least
one patent and one trademark application.

Consider the following example for a particular period and industry for our sampling
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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scheme. Table 2 has an adjacency matrix with six firms: 𝑓𝑖𝑟𝑚_𝛼 and 𝑓𝑖𝑟𝑚_𝛽 file a joint
patent application and 𝑓𝑖𝑟𝑚_𝛽, 𝑓𝑖𝑟𝑚_𝛾 and 𝑓𝑖𝑟𝑚_𝛿 file a joint trademark application.
𝐹𝑖𝑟𝑚_𝜖, 𝑓𝑖𝑟𝑚_𝜁, 𝑓𝑖𝑟𝑚_𝜂 and 𝑓𝑖𝑟𝑚_𝜃 file both patent and trademark applications on
their own. If we sample firm 𝑓𝑖𝑟𝑚_𝛽 from Step 1 (as it participates in both patent
and trademark business networks), we consider the adjacency is made up of four firms
(𝑓𝑖𝑟𝑚_𝛼, 𝑓𝑖𝑟𝑚_𝛽, 𝑓𝑖𝑟𝑚_𝛾, 𝑓𝑖𝑟𝑚_𝛿; filling in all connections).

Our control group, 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 , contains only one type of firm: firms that file at least one
patent and one trademark application on their own. For example, we sample 𝑓𝑖𝑟𝑚_𝜖 and
𝑓𝑖𝑟𝑚_𝜂 from four isolate firms in Table 22.

Table 2: A small adjacency matrix example

𝑓𝑖𝑟𝑚_𝛼 𝑓𝑖𝑟𝑚_𝛽 𝑓𝑖𝑟𝑚_𝛾 𝑓𝑖𝑟𝑚_𝛿 𝑓𝑖𝑟𝑚_𝜖 𝑓𝑖𝑟𝑚_𝜂
𝑓𝑖𝑟𝑚_𝛼 0 1 0 0 0 0
𝑓𝑖𝑟𝑚_𝛽 1 0 1 1 0 0
𝑓𝑖𝑟𝑚_𝛾 0 1 0 1 0 0
𝑓𝑖𝑟𝑚_𝛿 0 1 1 0 0 0
𝑓𝑖𝑟𝑚_𝜖 0 0 0 0 0 0
𝑓𝑖𝑟𝑚_𝜂 0 0 0 0 0 0

It is important to note that we use stratified sampling to select firms that participate in
both R&D and commercial business networks in Step 1. We then use snow-ball sampling
to select firms that connect with firms in Step 1. This means in our sample we do not
have firms that participate in business networks because they connect with firms that
only participate in R&D or only participate in commercial business networks.

2There are different interpretations to our approach. Some may argue that it is case–control sampling
because we are still comparing firms that do or do not participate in business networks. Others may
argue that it is not, because if the treatment firms participate in R&D business networks only, then the
control group should be sampled from firms that do not participate in R&D business networks. Likewise,
if treatment firms participate in commercial business networks only, then the control group should be
sampled from firms that do not participate in commercial business networks. Finally, if treatment firms
participate in both R&D and commercial business networks, then the control group should be sampled
from firms that do not participate in both R&D and commercial business networks.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Algorithm 1 provides information on our sampling approach.

Algorithm 1 Data Reduction Algorithm
1: procedure
2: 1. data grouping step groups data into before GFC, during GFC and post GFC.
3: for each period ∈ before GFC, during GFC and post GFC do
4: for each firm 𝑖 ∈ 𝐺𝑟𝑜𝑢𝑝𝐵𝑁 do
5: randomly select an edge if two firms share the same application number > 1.
6: for each firm 𝑗 ∈ 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 do
7: randomly select one observation if a firm has more than one observation.
8: 2. sampling step
9: for each period ∈ before GFC, during GFC and post GFC do

10: for each firm 𝑖 ∈ 𝐺𝑟𝑜𝑢𝑝𝐵𝑁 do
11: Step 1: use stratified sampling by industry to select 30% of firms that participate

in both patent and trademark business networks.
12: Step 2: use one-step snowball sampling to select firms that participate in a business

network (either patent or trademark) with firms in Step 1 (see Table 2).
13: for each firm 𝑗 ∈ 𝐺𝑟𝑜𝑢𝑝∉𝐵𝑁 do
14: Step 3: use stratified sampling and select equal number of firms in each industry

from the previous step (see Table 2).

Figures 10, 11 and 12 in Appendix 𝐹 show business networks and summary statistics for
our sample. They show that more large firms participate in both R&D and commercial
business networks than small & medium enterprises. There are more firms participating
in business networks during and after the GFC than before the GFC.

Figure 7 compares the degree distributions between the data grouping step and the sam-
pling steps. The blue bars represent the degree distributions from the data grouping step
to reduce the data size. The dark green bars are the degree distributions from the sam-
pling step. The light green bars are the degree distributions from the mean values from
the 100 replicates from the sampling step. The brown points are the degree distributions
from the 100 replicates. Figures 7(𝑎), 7(𝑏) and 7(𝑐) show that the sampling step provides
a representative sample because the degree distributions are similar between the data
grouping sample and the stratified and snow-ball sample. The degree distributions of the
stratified and snow-ball sample are also within the 100 replicates.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 7: Degree distributions of full and case control samples
(a) before GFC 2003−2006
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(b) during GFC 2007−2009
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(c) afterg GFC 2010−2013
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Note. Points are the proportion for 100 replicates of our sampling approach.
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4 Statistical models

”The applied statistician should avoid models that are contradicted by observed data in
relevant ways-frequency calculations for hypothetical replications can monitor a model’s
adequacy and help to suggest more appropriate models.”

Rubin (1984, p.1171)

Rubin (1984) highlights the importance of using appropriate methods to draw valid infer-
ence from the observed data. Hoff et al. (2002) argue against using statistical models that
assume independence of observations, i.e., actors do not affect each other’s outcomes, to
study network data. These models cannot capture the intricate relationships that exist
in the business network data. There are many interdependent social processes in the
data that drive the formation of business networks. The formation of business networks
can be influenced by the presence (or absence) of other ties in the network. This com-
plexity is shown by the business network formed between Verizon Wireless and Google
in 2009. Verizon Wireless, one of the key wireless telecommunications providers in the
United States, wanted to become less reliant on Apple and iPhone to deliver its service
to high-paying customers (Svensson, 2009). This was mainly because AT&T, one of Ver-
izon Wireless’s main competitors, had already established a close working relationship
with Apple (Cohan, 2013). The successful relationship between Verizon Wireless and
Google has led to forming business networks with other Android phone manufacturers
like Samsung (Tibken, 2009).

Networks are inherently relational so the occurrence of a particular relationship, or tie,
could depend on the occurrence of other ties (Koskinen and Daraganova, 2013). Firms
consider factors beyond the simple evaluation of the suitable characteristics of prospective
partners. Verizon Wireless’s decision to form ties with Google and Samsung involves a
strategic response to compete against AT&T. An observed business network can result
from a combination of simultaneous processes with interdependent endogenous factors
(Kim et al., 2016). We follow Cranmer et al. (2017) approach, which compares results from
ERGMs and LSMs with results from logistic regression models that assume independence
of observations, to show the importance of using models which take into account network
structural effects to study Australian business networks.

4.1 Exponential random graph models

ERGMs take into account the underlying network structure, characteristics of firms and
the characteristics of the ties in the inference. ERGMs have two main functions: first,
to describe if a given network structure, e.g. edge or stars observed in a network, occurs
more than expected by chance; and second, to determine whether there is an association
between network ties and firm characteristics, between network ties and tie characteristics
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or between network ties and both firm and tie characteristics (Valente, 2010).

We build on the work of Desmarais and Cranmer (2012), Broekel and Hartog (2013) and
Balland et al. (2016) and use (7) in Appendix 𝐶.1 to define ERGMs as

𝑃𝑟(Y = y | X, 𝜃) = 1
𝑘(𝜃) exp [𝜃⊺𝑔(y,X)], (2)

where y is the observed business network and the components of y take value 1 if there
is a tie between firm 𝑖 and firm 𝑗 and 0 otherwise. The symbol 𝜃 represents unknown
parameters of interest and determines the effects of the network statistics. We use 𝑔(y,X)
to represent the network statistics in the model. The term 𝑘(𝜃) is the normalising constant.
We follow Broekel and Hartog (2013) and explore three network statistics to study R&D
collaborations. Table 3 shows examples of different network structures in ERGMs (Robins
et al., 2007a).

Table 3: Nondirected network structures

network structures graphic configurations
edge

two-star

two-paths

triangle

It is convenient to write the term X which describes exogenous explanatory variables
including network statistics in Wilkinson and Rogers (1973) notation as 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 +
𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒+𝑔𝑤𝑑𝑠𝑝 +𝑔𝑤𝑒𝑠𝑝 +|𝑀𝑓𝑝𝑖 −𝑀𝑓𝑝𝑗|+ |𝑆𝑎𝑙𝑒𝑠𝑖 −𝑆𝑎𝑙𝑒𝑠𝑗|+𝐿𝑎𝑟𝑔𝑒𝑓𝑖𝑟𝑚+𝑆𝑀𝐸 +
𝐹𝑖𝑟𝑚_𝐴𝑔𝑒+𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠+𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦+𝑆𝑡𝑎𝑡𝑒 (See Appendix 𝐸 for information on the vari-
ables). The term 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 measures the effects of edge on forming business networks.
The term 𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒 is the geometrically weighted degree statistic. The 𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒 statis-
tic measures the existence of preferential attachment where there is a tendency for nodes
in a growing network to form connections with nodes with high numbers of connections
(de Blasio et al., 2007). The 𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒 term can also be considered as an equivalent to
the more traditional k-star statistic (Hunter, 2007). The geometrically weighted dyad-
wise share partner 𝑔𝑤𝑑𝑠𝑝 statistic measures shared partners for firms, whether or not
these firms participate in a business network or not (Harris, 2014). For example, regard-
less whether or not firm 𝑖 and firm 𝑗 participate in a business network, if they have a
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partner in common, are they more likely than expected by chance to have a second part-
ner firm in common? In comparison, the geometrically weighted edgewise share partner
𝑔𝑤𝑒𝑠𝑝 statistic measures shared partners only for firms participate in a business network
(Hunter, 2007, Harris, 2014). For example, given that firm 𝑖 and firm 𝑗 participate in a
business network, are they more likely than expected to have multiple shared partners?
The firm pair-specific characteristics, |𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗|, is the pair-specific absolute differ-
ence in the level of productivity between firm 𝑖 and firm 𝑗. The variable |𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗|
is the pair-specific absolute difference in the level of sales between firm 𝑖 and firm 𝑗.
We measure homophily, which means similar firms are more likely to participate in a
business network, by using indicator variables 𝐿𝑎𝑟𝑔𝑒𝐹𝑖𝑟𝑚, 𝑆𝑀𝐸 and 𝐿𝑎𝑟𝑔𝑒𝐹𝑖𝑟𝑚𝑆𝑀𝐸.
The 𝐿𝑎𝑟𝑔𝑒𝐹𝑖𝑟𝑚 indicates a tie is formed between two large firms. The 𝑆𝑀𝐸 indicates
a tie between two small & medium enterprises. The reference group 𝐿𝑎𝑟𝑔𝑒𝐹𝑖𝑟𝑚𝑆𝑀𝐸
is a tie form between a large firm and a small & medium enterprise. The firm-specific
characteristics are 𝑃 𝑟𝑜𝑑𝑢𝑐𝑡𝑠, the number of registered patents or trademarks for each
firm, 𝐹𝑖𝑟𝑚_𝐴𝑔𝑒, the firm age derived by year 𝑡 minus the year of incorporation of firm
𝑗, 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦, the industry dummy indicator variables, 𝑆𝑡𝑎𝑡𝑒, the state dummy indicator
variable.

4.1.1 Exponential random graph model term

ERGMs capture the change of the probability distribution of the network configurations
when we introduce a new tie. ERGMs become unstable if an additional tie significantly
increases the number of network configurations (e.g., by adding an edge, a two-star trans-
forms into a triangle at the same time, introducing two new two-stars; a two-star becomes
a three-star etc.). The cascading effects cause the probability density to have high weights
on selected configurations (Snijders et al., 2006). This causes the probability distribution
to degenerate in the model. This problem is referred to as ‘model degeneracy’, where large
regions of the parameter space are concentrated on a small number of network configura-
tions (Li, 2015, Hunter et al., 2012). A common symptom is that the MCMC algorithms
do not converge (Handcock et al., 2003).

Robins et al. (2007b) describe the problem of model degeneracy when ERGMs are used
to capture two-star network configurations, commonly observed in business network data.
This problem becomes prevalent when the number of nodes increases because it exacer-
bates the cascading effects (van der Pol, 2018). We use a network specification proposed
by Hunter and Handcock (2006) and Hunter (2007) to handle model degeneracy. The
method introduces a weighted degree distribution term in the model. This term gives a
higher weight to low density while decreasing the weight as the observed occurrence of a
network configuration increases (see Appendix 𝐶.1.1).

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ABS • AUSTRALIAN BUSINESS NETWORKS • 1351.0.55.063 22 of 51



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.2 Latent space model

LSMs use a latent space to capture dependency of the network structure without the need
to specify the network configurations (Shortreed et al., 2006). This approach can avoid
the model degeneracy commonly found in ERGMs. However, the theoretical framework
is still being developed, particularly the number of latent space dimensions. Increasing
the number of dimensions generally captures the dependency structure better, but at the
same time makes the model specification more complex and difficult to interpret (Cranmer
et al., 2017).

We follow Hoff et al. (2002), Westveld and Hoff (2011) and build on the work of Friel
et al. (2016) and use (13) in Appendix 𝐶.2 to define LSMs as

𝑃𝑟(Y = y | Z,X, 𝜃∗) = ∏
𝑖≠𝑗

𝑃𝑟(𝑦𝑖,𝑗 | 𝑧𝑖, 𝑧𝑗,X, 𝜃∗), (3)

where y is the observed business network and it takes value 1 if there is a tie between firm 𝑖
and firm 𝑗 and 0 otherwise. The symbols 𝜃∗ and Z are the unknown parameters of interest
and the latent positions to be estimated. We include the same explanatory variables as
ERGMs in the design matrix. The estimated parameters 𝜃∗ include an intercept term 𝛼
but exclude all the network structure terms from ERGMs.

4.3 Logistic regression model

We follow Cranmer et al. (2017) to show the importance of using ERGMs and LSMs
that capture network structure from the data to study Australian business networks. We
compare the results from ERGMs and LSMs with the results from logistic regression
models that assume independence of observations. We use Appendix 𝐶.4 to specify the
formula for the logistic regression models as

𝑃𝑟(Y = y | X, 𝜃∗∗) = exp (X⊺𝜃∗∗), (4)

where y is the observed business network and the components of y take value 1 if firm 𝑖
participates in business networks. We include the same explanatory variables as ERGMs
in the design matrix including network structure terms. The estimated parameters 𝜃∗∗

also include an intercept term 𝛼∗∗.
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5 Empirical results

We use ergm (Handcock et al., 2018) and latentnet (Handcock and Krivitsky, 2008) to
estimate our models. Some useful references and tutorials can be found in Hunter (2007),
Krivitsky (2014), Levy (2016). The results are in log-odds, as discussed in Appendix 𝐶.1
and C.2. We calculate 𝑒𝑥𝑝( ̂𝜃)/[1 + 𝑒𝑥𝑝( ̂𝜃)] to interpret the estimated coefficients as
probability (Mood, 2009). For ERGMs and LSMs, we specify the decay parameters by
relying on a manual iterative trial-and-error process of estimating model specifications
(Broekel and Hartog, 2013). The process ends when the models are converged, i.e., the
trace plots are horizontal and density plots look normal. The trace and density plots are
in Appendix 𝐻.

Table 4, 5 and 6 in Appendix 𝐺 show the estimated results for three models for three
different periods. While most results are broadly consistent, some coefficients are different
in magnitude and significance and have different signs. This shows that different modelling
approaches can lead to different conclusions. Similar to Cranmer et al. (2017), we have
found that coefficients have different signs in the logistic regression models. While there
are more significant coefficients in both ERGMs and LSMs results, it is interesting to note
that there are more in the ERGMs. These differences are likely due to LSMs capturing
more network dependency structure in the estimation. We have included different network
configurations, but adding more terms led to the MCMC algorithms for fitting the ERGMs
not converging.

Our preliminary results suggest that the network’s degree distribution 𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒 does
not help in explaining firms that participate in the business networks before and during
GFC. There is evidence to support preferential attachment processes after GFC because
the estimated coefficient is positive and significant. There are mixed results for the ge-
ometrically weighted dyadwise share partner 𝑔𝑤𝑑𝑠𝑝 statistics. The 𝑔𝑤𝑑𝑠𝑝 statistic is
negative and insignificant before GFC, negative and significant during GFC, but positive
and significant after GFC. This means that firms are less likely to be indirectly connected
regardless of whether they participate in a business network or not before GFC and dur-
ing GFC. However, they are more likely to be indirectly connected after the GFC period.
In comparison, we find positive and significant coefficients of the 𝑔𝑤𝑒𝑠𝑝 statistic over the
three periods. This implies that triangles are a common feature of the network in this
sample, which also corresponds to the visual inspection of the network (Snijders et al.,
2006, Broekel and Hartog, 2013) (see Appendix 𝐹 ).

We find mixed evidence on the absolute difference in the level of productivity between two
firms affects the probability of firms that participate in business networks. The magnitude
of coefficients are similar in both ERGMs and LSMs, but they have different signs in
logistic regression models. The coefficients are negative and insignificant in ERGMs and
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LSMs before GFC, positive and insignificant in ERGMs and LSMs during GFC, and
positive and significant in ERGMs and positive and insignificant in LSMs after GFC.
ERGMs (≈ 0.52 significant at 5% level) and LSMs (≈ 0.56 significant at 10% level)
suggest that firms have a tendency to form a business network with other firms that
have a similar productivity level after GFC. Similarly, we find the absolute difference in
the level of sales between two firms contributes differently to the probability of forming
business networks over the three periods. The coefficients have consistent signs over the
three periods but they are mostly insignificant. ERGMs suggest that firms are less likely
(≈ 0.51 significant at 5% level) to participate in business networks with other firms that
have a similar level of sales after GFC. LSMs suggest that firms are more likely (≈ 0.58
significant at 10% level) to participate in business networks with other firms that have a
similar level of sales before GFC.

We have mixed evidence for homophily: it is true for 𝐿𝑎𝑟𝑔𝑒𝐹𝑖𝑟𝑚, but not for 𝑆𝑀𝐸.
The coefficients for 𝐿𝑎𝑟𝑔𝑒𝐹𝑖𝑟𝑚 are all positive and significant, while the coefficients for
𝑆𝑀𝐸 are all negative but insignificant in LSMs compared to the reference group (a tie
between 𝐿𝑎𝑟𝑔𝑒𝐹𝑖𝑟𝑚 and 𝑆𝑀𝐸) during and after GFC. There is evidence in our study to
support the conclusion that large firms are more likely to participate in business networks
with other large firms because the estimated probability is at least 0.72 significant at 5%
level before GFC and higher in other periods. Small firms are less likely to participate
in business networks with other small firms because ERGMs suggest that the estimated
probability is at least 0.62 significant at 5% level post GFC and the probabilities are
higher in other periods in this sample. Our results are similar to Kim et al. (2016), who
find that larger firms with more resources are more likely to form business networks.

The coefficients for the firm-specific characteristics 𝐹𝑖𝑟𝑚_𝐴𝑔𝑒 and 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 are positive.
However, firm experience does not affect the probability of forming business networks.
This is shown by the insignificant coefficients in both the ERGMs and LSMs results.
However, we find that firms with more products are more likely to form business networks.
The estimated probabilities are higher from LSMs than ERGMs. The probability is 0.7
significant at 5% level for LSMs in comparison with 0.57 significant at 5% level in ERGMs
for before GFC, 0.75 significant at 5% level for LSMs in comparison with 0.55 significant
at 5% level in ERGMs for during GFC and 0.67 significant at 5% level for LSMs in
comparison with 0.56 significant at 5% level in ERGMs for after GFC.

6 Conclusions, limitations and future directions

We demonstrate the possibility of using administrative data to study firms participating
in multiple business networks. We use a semantic web approach to integrate administra-
tive data from different sources and extract business network information so we can fit
statistical network models to study factors contributing to forming these business net-
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works.

We show that it is not appropriate to use a statistical model approach that ignores the
endogenous network structure of the data. As we expected, using models that incorporate
the network dependence, which are more suitable for the data, lead to different results
than a model which assumes independence.

We find broadly consistent with some differences in results from two statistical network
modelling approaches. In our analysis using 30% of firms in the sample, we find that
large firms are more likely to form multiple business networks. This may suggest that
they have more resources to commercialise their innovations. As we expect, firms with
more registered products are also more likely to form multiple business networks.

It is important to note that we do not observe all types of business networks in the
administrative data. This is because not all firm collaborations will lead to joint patent
or trademark applications. This highlights the opportunities of combining administrative
data with survey data because information on other types of business networks is generally
not collected by administrative agencies.

Our research could be extended in several areas. One possibility is to compare our re-
sults with more computationally efficient variational Bayesian approaches (e.g., Salter-
Townshend and Murphy (2013)). These approaches would allow us to analyse larger
datasets. It would be useful to compare the results of this study with the results from
using these approaches. It would be interesting to compare our results with results using
the approach of Tranmer et al. (2014) which captures both the hierarchical and network
structures in the data for the analysis.
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A COMPLETE CASES ANALYSIS

The simplest way to handle missing data is using complete cases analysis, which means
removing cases with missing data. Figure 8(𝑎) shows distribution for the changes in Mfp
when we use complete cases analysis from the experimental datasets. These distributions
look narrow and most changes are closed to 0. In comparison, if we use imputed data
we see normal distributions for the changes in multifactor productivity. Figure 8(𝑏) show
that the distributions of the changes in multifactor productivity are closer to what we
expect to see.

Figure 8: Histogram of changes in multifactor productivity in experiment ABS, Patents and Trademarks
(a) Complete cases
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B MISSING DATA IMPUTATION

B.1 Imputation methods for categorical data

We first use the information from IPGOD to allocate firm 𝑗 belonging to an unknown
industry 𝑈 into different industries. The font—𝓧—represents observed dataset in the
notation. The formula to allocate firms into different industries is

𝑃𝑟(𝑗 = 𝑘 | 𝓧𝑗𝑘𝑡) =
exp (𝓧⊺

𝑗𝑘𝑡a𝑘)
1 + ∑𝐾−1

𝑘=1 exp (𝓧⊺
𝑗𝑘𝑡a𝑘)

, 𝑘 = 1, ⋯ , 𝐾 − 1

⋮ = ⋮

𝑃𝑟(𝑗 = 𝐾 | 𝓧𝑗𝑘𝑡) = 1
1 + ∑𝐾−1

𝑘=1 exp (𝓧⊺
𝑗𝑘𝑡a𝑘)

. (5)

The one terms in the denominator and in the numerator of the 𝑃𝑟(𝑗 = 𝐾 | 𝓧𝑗𝑘𝑡) ensure
probabilities over the response categories sums to 1 (Czepiel, 2002, Agresti, 2007). It
is convenient to write the term 𝓧⊺

𝑗𝑘𝑡a𝑘 in Wilkinson and Rogers (1973) notation as
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠+𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑁𝑒𝑡𝑤𝑜𝑟𝑘+𝐹𝑖𝑟𝑚𝐴𝑔𝑒+𝑇 𝑖𝑚𝑒+𝑆𝑡𝑎𝑡𝑒. Here 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 is the number
of products firm 𝑗 register at time 𝑡. The indicator 𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑁𝑒𝑡𝑤𝑜𝑟𝑘 = 1 for scenario
3 if firm 𝑗 is in a business network and 0 otherwise. The variable 𝐹𝑖𝑟𝑚𝐴𝑔𝑒 is the age
of firm 𝑗 at time 𝑡. The variable 𝑇 𝑖𝑚𝑒 is represented by 10 time indicator variables, one
for each year with 2002–03 as baseline. The variable 𝑆𝑡𝑎𝑡𝑒 is represented by 8 indicator
variables, one for each state with Northern Territory as a reference group. This makes
each 𝓧⊺

𝑗𝑘𝑡a𝑘 a sum of 18 terms. The formula is applied to the complete cases to obtain
the industry coefficients a𝑘 with 𝑘 = 1, ⋯ , 17 industries. We combine these estimated
coefficients with firm characteristics data 𝓧𝑗𝑘𝑡 for firms with the missing industry. We
allocate firm 𝑗 to an industry with the highest predictive probability.

B.2 Imputation methods for continuous data

Next, we assume MAR and impute missing values in the combined ABS and IPGOD
datasets by imputed industry. We use sequential regression in SAS proc mi procedure for
the imputation. We adapt a similar notation to Reiter (2005). The experimental dataset
consists of [y, 𝓧], where y is an 𝑁 ×1 vector that includes the dependent variable, and 𝓧
is an 𝑁 × 15 matrix that includes all the independent variables from (21). This gives 15
unknown regression parameters in (21). We impute missing variables ln𝑦, ln𝐾 and ln𝑀 .
The observed dataset consists of two 𝑁 × 16 matrices, 𝓓 = [y, 𝓧], where 𝓧 includes all
the independent variables from (21); and the response indicator matrix 𝓡 which we use
to partition 𝓓 into the observed 𝓓𝑜𝑏𝑠 and the missing 𝓓𝑚𝑖𝑠. We use 𝓧, 𝓧(𝐾) and 𝓧(𝑀)

to denote the design matrix for imputing missing data in ln𝑦, ln𝐾 and ln𝑀 , respectively.

We impute the missing values in ln𝑦, ln𝐾 and ln𝑀 separately, using sequential regression
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(SR). The SR method uses appropriate regression models for different variable types. For
example, continuous variables are imputed using a normal model and binary variables
using a logit model. The SR method generates a continuous vector y𝑠𝑒𝑞 from the param-
eters directly estimated from the fitted regression following Raghunathan et al. (2001).
The SR formula for generating missing data for y is:

y = 𝓧𝜷. (6)

We apply (6) three times, with y denoting each of the three variables ln𝑦, ln𝐾 and ln𝑀 .
We use 𝓧, 𝓧(𝐾) and 𝓧(𝑀) to denote the design matrix for creating missing data in ln𝑦,
ln𝐾 and ln𝑀 , respectively. If the missing data variable is ln𝑦, then 𝓧 includes all the
independent variables from (21). In comparison, if the missing data variable is ln𝐾, then
𝓧(𝐾) includes all the independent variables and ln𝑦 but excludes ln𝐾. Similarly, if the
missing data variable is ln𝑀 , then 𝓧(𝑀) includes all the independent variables and ln𝑦
but excludes ln𝑀 . Algorithm 2 describes the basic concept of the algorithm (Drechsler,
2011).

Algorithm 2 Sequential regression algorithm
1: procedure
2: Step 1: draw a new value 𝜃 = (𝜎2, 𝜷) from 𝑃𝑟(𝜃 | y𝑜𝑏𝑠)
3: draw variance from 𝜎2 | 𝓧𝑜𝑏𝑠 ∼ (y𝑜𝑏𝑠 − 𝓧𝑜𝑏𝑠𝜷)′(y𝑜𝑏𝑠 − 𝓧𝑜𝑏𝑠𝜷)𝜒−2

𝑛−𝑘, where 𝑛 is the
total number of observations and 𝑘 is the number of parameters

4: draw coefficients from 𝜷 | 𝜎2, 𝓧𝑜𝑏𝑠 ∼ 𝒩(𝜷, (𝓧′
𝑜𝑏𝑠𝓧𝑜𝑏𝑠)−1𝜎2)

5: Step 2: draw an imputed value y𝑠𝑒𝑞 from 𝑃𝑟(y𝑠𝑒𝑞 | y𝑜𝑏𝑠, 𝜃)
6: draw from fitted regression y𝑠𝑒𝑞 | 𝜷, 𝜎2, 𝓧𝑜𝑏𝑠 ∼ 𝒩(𝓧𝑜𝑏𝑠𝜷, 𝜎2)
7: repeat Step 1 and Step 2 to impute each variable sequentially

We create 10 imputed datasets in each imputed industry and we select the best imputed
dataset which maximises the likelihood for equation (21) in Appendix (𝐸) from the 10
datasets in each industry (Schomaker and Heumann, 2014, Chien et al., 2018b).
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C Estimation methods

We start by defining the indicator of a relationship between firm 𝑖 and 𝑗 as

𝑦𝑖,𝑗 =
⎧{
⎨{⎩

1, if a firm 𝑖 is in a business network with firm 𝑗
0, otherwise,

for 𝑖, 𝑗 = 1, ⋯ , 𝑁 total number for firms within the network. The network is described by
an 𝑁 × 𝑁 socio-matrix Y, and possibly additional characteristics X which can include
one or both of nodal attributes 𝑋 or pair-specific attributes 𝑥𝑖,𝑗.

C.1 Exponential Random Graph Models

The exponential random graph models (ERGMs) use the probability of the observed net-
works over the networks with the same number of vertices that could have been observed
to estimate parameters. We follow Morris et al. (2016) and specify the general form for
an ERGM as:

𝑃(Y = y) = 1
𝑘(𝜃) exp[𝜃⊺𝑔(y,X)], (7)

where Y is the vector for the state of the network and y is the observed networks and
𝑔(y,X) are the summary statistics from the observed networks. We use X to denote the
observed firm characteristics. The symbol 𝜃 represents unknown parameters of interest
and determines the effects of the network statistics. The symbol 𝑘(𝜃) is the normalising
constant, it represents the quantity in the numerator summed over all possible networks
(typically constrained to be all networks with the same number of node set as y). The
formula (7) can be re-expressed in terms of the conditional log-odds of a single tie between
two firms as

logit [𝑃𝑟(𝑌𝑖,𝑗 = 1 | y∁
𝑖,𝑗)] = log odds[(𝑌𝑖,𝑗 = 1 | y∁

𝑖,𝑗)
(𝑌𝑖,𝑗 = 0 | y∁

𝑖,𝑗)
] (8)

= 𝜃⊺𝛿(y𝑖,𝑗) (9)

where 𝑌𝑖,𝑗 is the random variable for the state of the firm pair i,j (with realisation y𝑖,𝑗).
We use y∁

𝑖,𝑗 to denote the complement of y𝑖,𝑗, i.e. all connections in the network except
𝑦𝑖,𝑗. The vector 𝛿(y𝑖,𝑗) contains the change statistic for each model term. The change
statistic records how the 𝑔(y,X) term changes when 𝑦𝑖,𝑗 is toggled from 0 to 1 (Goodreau
et al., 2009).

This means that the coefficients 𝜃 are interpreted as the log-odds of an individual tie
conditional on all other ties (Martina Morris, 2018). This is the major departure from
the logit or probit model. The inclusion is necessary because 𝑃𝑟(𝑌𝑖,𝑗) is dependent on
the tie-wise outcome of all other ties (Koskinen and Daraganova, 2013).
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C.1.1 Geometrically weighted degree and shared partners statistics

The term 𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒 is the geometrically weighted degree statistic and the terms 𝑔𝑤𝑑𝑠𝑝
and 𝑔𝑤𝑒𝑠𝑝 are the shared edgewise partner (EP) and shared dyadic partner (DP) statis-
tics used in the ERGMs. Snijders et al. (2006) propose a new approach by multiplying
decreasing weights on the higher observed network configurations using degree counts.
Hunter (2007) reformulates the equation by multiplying the frequency for each value of
degree by a weighting parameter and summing the values. The 𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒 statistics is
defined as:

𝑢(y, 𝜆(𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒)) = 𝑒𝜆(𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒)
𝑁−1
∑

𝑖
[1 − (1 − 𝑒−𝜆(𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒))𝑖]𝐷𝑖(y) (10)

and the shared edgewise partner statistic 𝑔𝑤𝑒𝑠𝑝 is formulated as:

𝑣(y, 𝜆(𝑔𝑤𝑒𝑠𝑝)) = 𝑒𝜆(𝑔𝑤𝑒𝑠𝑝)
𝑁−2
∑

𝑖
[1 − (1 − 𝑒−𝜆(𝑔𝑤𝑒𝑠𝑝))𝑖]𝐸𝑃𝑖(y) (11)

and the shared dyadic partner statistic 𝑔𝑤𝑑𝑠𝑝 equals:

𝑤(y, 𝜆(𝑔𝑤𝑑𝑠𝑝)) = 𝑒𝜆(𝑔𝑤𝑑𝑠𝑝)
𝑁−2
∑

𝑖
[1 − (1 − 𝑒−𝜆(𝑔𝑤𝑑𝑠𝑝))𝑖]𝐷𝑃𝑖(y), (12)

where y is the observed network, 𝜆(𝑔𝑤𝑑𝑒𝑔𝑟𝑒𝑒), 𝜆(𝑔𝑤𝑒𝑠𝑝) and 𝜆(𝑔𝑤𝑑𝑠𝑝) are the decay param-
eters determining the geometric rate of decay of the log-odds (the higher the value of
the parameter, the slower the decay). The geometrically weighted degree distribution
statistics model the observed network’s frequency distribution for nodal degrees (Morris
et al., 2008). The term 𝐷𝑖(y) represents the number of nodes in y with degree 𝑖. This
statistic is based on the geometric sequence (1−𝑒𝜆)𝑘. The edgewise shared partner statis-
tics measure a set of distinct k-triangles that share a common edge and are denoted as
𝐸𝑃0(y), ⋯ , 𝐸𝑃𝑁−2(y), with 𝐸𝑃𝑖(y) representing the pairs that have exactly 𝑘 common
neighbours regardless of whether 𝑦𝑖𝑗 = 1 or 𝑦𝑖𝑗 = 0. The dyadic shared partner statis-
tics measure the number of distinct k-twopaths joining the same pair of nodes and are
denoted as 𝐷𝑃0(y), ⋯ , 𝐷𝑃𝑁−2(y), with 𝐷𝑃𝑖(y) representing the number of pairs that
have exactly 𝑘 common neighbours (Hunter, 2007).

C.2 Latent Space Model

The latent position models, proposed by Hoff et al. (2001, 2002), Westveld and Hoff
(2011), assume conditional independence so the presence or absence of a tie between two
firms is independent of all other ties in the network, given the latent positions of the two
firms. Consequently,
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𝑃𝑟(Y | Z,X, 𝜃∗) = ∏
𝑖≠𝑗

𝑃𝑟(𝑦𝑖,𝑗 | 𝑧𝑖, 𝑧𝑗, 𝑥𝑖,𝑗, 𝜃∗), (13)

where X may include pair-specific or firm specific values, and Z and 𝜃∗ are the latent
positions and parameters to be estimated. One way to parametrise 𝑃𝑟(𝑦𝑖,𝑗 | 𝑧𝑖, 𝑧𝑗, 𝑥𝑖,𝑗, 𝜃∗)
is using a logistic regression model where the probability of forming a tie depends on
the Euclidean distance between the latent positions 𝑧𝑖 and 𝑧𝑗 of firms 𝑖 and 𝑗 as well as
covariate 𝑥𝑖,𝑗 which measure the characteristics of the tie:

𝜂𝑖,𝑗 = log odds(𝑦𝑖,𝑗 = 1 | 𝑧𝑖, 𝑧𝑗, 𝑥𝑖,𝑗, 𝛼, 𝛽) = 𝛼 + 𝑥⊺
𝑖,𝑗𝛽 − |𝑧𝑖 − 𝑧𝑗|. (14)

We interpret equation (14) as the distance from firm 𝑖 to firm 𝑗 and from firm 𝑖 to firm
𝑘, i.e. the log odds ratio of 𝑖 → 𝑗 versus 𝑖 → 𝑘, is (𝑥𝑖,𝑗 − 𝑥𝑖,𝑘)⊺𝛽. The distance between
𝑖 and 𝑗 i.e. |𝑧𝑖 − 𝑧𝑗| can be replaced by an arbitrary set of distances 𝑑𝑖,𝑗 e.g., 𝑧′

𝑖𝑧𝑗
|𝑧𝑗| as long

as they satisfies the triangle inequality, 𝑑𝑖,𝑗 ≤ 𝑑𝑖,𝑘 + 𝑑𝑘,𝑗∀𝑖, 𝑗, 𝑘 (Hoff et al., 2002).

The latent position approach is inherently reciprocal and transitive. For example, if
𝑖 → 𝑗 and 𝑗 → 𝑘, then the distances 𝑑𝑖,𝑗 and 𝑑𝑗,𝑘 are not too large, that makes the events
𝑗 → 𝑖 (reciprocity) and 𝑖 → 𝑘 (transitivity) more likely. This feature makes the latent
space model well suited to study undirected relations where the parameter space has a
lower dimension than the data. We simplify (14) by excluding covariate information with
undirected relation 𝑦𝑖,𝑗 = 𝑦𝑗,𝑖 as

log odds(𝑦𝑖,𝑗 = 1 | 𝑑𝑖,𝑗, 𝛼) = 𝛼(1 − 𝑑𝑖,𝑗). (15)

A set of distances 𝑑𝑖,𝑗 represents the network Y if

𝑑𝑖,𝑗 > 1∀𝑖, 𝑗 ∶ 𝑦𝑖,𝑗 = 0, and (16)
𝑑𝑖,𝑗 < 1∀𝑖, 𝑗 ∶ 𝑦𝑖,𝑗 = 1.

The probability of the data under parametrisation of (15) will converge to unity as 𝛼 → ∞
for such set od distances. The approach model the distances as being Euclidean distances
in some 𝑘− dimensional space, we say a network is 𝑑𝑘 representable if there are points
𝑧𝑖 ∈ ℝ𝑘 such that the distances 𝑑𝑖,𝑗 = |𝑧𝑖 − 𝑧𝑗| satisfy (16) (Hoff et al., 2001). There
are many example of social networks which are 𝑑𝑘− representable for 𝑘 < 𝑛. Examples
include 𝑘− star networks or 𝑘−chain networks (Hoff et al., 2002).

C.3 Calculations of latent distance

We demonstrate how to calculate the pair-wise latent distance by considering a simple
cross-sectional latent space model without covariates for firm networks in both patents
and trademarks in year 2003. We follow Hoff et al. (2002) and specify the model as
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𝑃𝑟(Y | 𝛼,Z) =
𝑁

∏
𝑖≠𝑗

𝑃𝑟(𝑦𝑖,𝑗 | 𝑧𝑖, 𝑧𝑗) (17)

logit(𝑦𝑖,𝑗 = 1 | 𝑧𝑖, 𝑧𝑗, 𝛼) = 𝛼 − |𝑧𝑖 − 𝑧𝑗|, (18)

where the 𝑧𝑖 lies in ℝ2. The probability of the data depends only on the distances which
are invariant under reflection, rotation and location shift. Therefore for each 2×𝑁 matrix
of latent positions 𝑍. It is important to note that there are an infinite number of other
positions that give the same log-likelihood i.e. log𝑃𝑟(Y | Z, 𝛼) = log𝑃𝑟(Y | Z∗, 𝛼) for
any Z∗ which is equal to Z under the operations of reflection, rotation, or translation.

This problem can be solved by making inference on equivalence classes of latent posi-
tions. We let [Z] be the class of positions equivalent to Z under rotation, reflection,
and translation. For each [Z], there is one set of distances between nodes which is called
the configuration. We make inference on particular elements of configurations that are
comparable across configurations. So for a given [Z], we choose Z∗ = argmin 𝑇Ztr(Z0 −
𝑇Z)′(Z0 − 𝑇Z), where Z0 is a fixed set of positions and 𝑇 ranges over the set of ro-
tations, reflections and translations. Z∗ is a procrustes transformation of Z, being the
element of [Z] closest to Z0 in terms of the sum of squared positional differences and is
unique if Z0Z

′ is non-singular.

We assume Z and Z0 are centred at the origin and compute Z∗ = Z0Z
′(ZZ′

0Z0Z
′)− 1

2Z.
We typically take Z0 = Ẑ𝑀𝐿𝐸, maximum likelihood estimates of the latent positions
centred at the origin. Given prior information on 𝛼 and Z. The procedure of sampling
from the posterior distribution of the latent space is given in Algorithm 1.

Algorithm 3 Pseudocode for the Gibbs sampler
1: procedure
2: Using Z0 = Ẑ as starting points,
3: Constructing a Markov Chain over model parameters as follows:
4: sample a proposal proposal Z̃ from 𝐽(Z | Z𝑘) a symmetric proposal distribution;
5: accept Z̃ as Z𝑘+1 with the probability 𝑃𝑟(Y | Z̃𝛼)𝜋(Z̃)

𝑃𝑟(Y | Z𝑘𝛼)𝜋(Z𝑘) (𝜋 represents Gaussian dis-
tribution), otherwise set Z𝑘+1 = Z𝑘.

6: store Ẑ𝑘+1 = argmin 𝑇Z𝑘+1tr(Ẑ − 𝑇Z𝑘+1)′(Ẑ − 𝑇Z𝑘+1)
7: Update 𝛼 with a Metropolis-Hastings algorithm3.

Each configuration can be represented by its unique procrustean statistic, the posterior
distribution of the configuration around Ẑ is represented by samples of Z̃ from the Markov
chain (Hoff et al., 2002, Shortreed et al., 2006).

3Metropolis-Hastings algorithm is a MCMC method to produce a sequence of samples from a complex
probability distribution from which direct sampling may prove near impossible or quite costly (Robert,
2015). The sequence of sample can be used to approximate the complex distribution. The algorithm uses
on Markov chain theory to validate the convergence of the chain to the distribution of interest (Chib and
Greenberg, 1995).
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C.4 Logistic Regression Models

Davison (2003) shows the formula for the logistic regression can be simplified as

logit [𝑃𝑟(𝑌𝑖,𝑗 = 1
𝑃𝑟(𝑌𝑖,𝑗 = 0] = log odds[exp (X⊺𝜃∗∗) × (1 + exp (X⊺𝜃∗∗))−1

1 × (1 + exp (X⊺𝜃∗∗))−1 ] (19)

= exp (X⊺𝜃∗∗) (20)
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D Semantic web for data integration and analysis

We use the semantic web to integrate two datasets - patents and trademarks from 2017
Intellectual Property Government Open Data (IPGOD) (Chien et al., 2018a) . The se-
mantic web approach is well suited to integrate data from multiple sources and to extract
information on firms in multiple business networks. We assign an unique uniform re-
source identifier (URI) for each firm using the unique firm identifier ABN or Australian
Company Number (ACN). We attach different firm attributes e.g. states and number of
applications from different data sources to each firm.

Our analysis focuses on firms with both patent and trademark applications. We then use
SPARQL, a query language to retrieve data stored in Resource Description Framework
(RDF) format, to extract information on firms have applications with at least one other
firm (in business network) or by itself (not in business network). In addition, we separate
our sample into three periods: before global financial crisis (GFC) from 2003 to 2006,
during the GFC from 2007 to 2009 and after the GFC from 2010 to 2013 in our sample.

For our analysis, it is important to know the data provenance to correctly compare firms
with and without multiple business networks. Data provenance here refers to the database
which contains the administrative records. We use named graphs in the semantic web
architecture to distinguish different data sources by adding a prefix in the URIs. These
prefixes are then used in the SPARQL queries to retrieve correct information. Figure 9
shows the ontology for our data model. We use Ontodia - an OWL and RDF diagramming
tool to visualise our data model. The Business Network node qualifies how firms can be
connected through joint patent or trademark applications. For example, 𝑓𝑖𝑟𝑚_𝑎𝑙𝑝ℎ𝑎,
𝑓𝑖𝑟𝑚_𝑏𝑒𝑡𝑎 and 𝑓𝑖𝑟𝑚_𝑔𝑎𝑚𝑚𝑎 participate in a business network because 𝑓𝑖𝑟𝑚_𝑎𝑙𝑝ℎ𝑎
shares at least one patent with 𝑓𝑖𝑟𝑚_𝑏𝑒𝑡𝑎 and it also shares at least one trademark
application with 𝑓𝑖𝑟𝑚_𝑔𝑎𝑚𝑚𝑎. We also consider 𝑓𝑖𝑟𝑚_𝑧𝑒𝑡𝑎 does not participate in a
business network because it files at least one patent and one trademark alone.

Figure 9: Ontology

(a) Firms do not participate
in a business network

(b) Firms participate
in a business network
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We have 518, 870 triples of firms in the patent named graph http://patents, 5, 638, 915
triples of firms in the trademark named graph http://trademarks with a total of 6, 157, 785
triples in the integrated database. We use legal entities to represent firms. The IPGOD
and ASX datasets contain unique firm identification numbers (ABNs or ACNs) for firms.
We use patent and trademark applications (application number) to identify firms in busi-
ness networks. We use unique ABNs and ACNs to form the URI for the legal entities.
These URIs serve as unique linking keys to correctly retrieve firm information from differ-
ent sources using SPARQL queries. An example below shows how we construct a SPARQL
query to retrieve firms belonging to both patent and trademark networks in the period
before the GFC from 2003 to 2006.

Listing 1: intersection SPARQL query

prefix pat: <http://patents >
prefix tmk: <http://trademarks >
SELECT ?ABN
FROM NAMED pat:
FROM NAMED tmk:
WHERE {
values (?BN) {("2003_BN") ("2004_BN") ("2005_BN") ("2006_BN")}
{GRAPH pat:{
?LegalEntity fnet:hasAustralianBusinessNumber ?ABN;
fnet:hasBusinessNetwork ?businessNetwork .}}
FILTER EXISTS
{GRAPH tmk: {
?LegalEntity fnet:hasAustralianBusinessNumber ?ABN;
fnet:hasBusinessNetwork ?businessNetwork .}}}
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E FIRM PERFORMANCE AND BUSINESS NETWORK MEASURES

E.1 Firm productivity

This study will use the productivity measure from Chien et al. (2019). Following Zellner
et al. (1966), Breunig and Wong (2008), Nguyen and Hansell (2014), Mare et al. (2017),
the statistical model for the firm production function is specified as

ln𝑦𝑗𝑘𝑡 = 𝛽𝑘 + 𝛽1ln𝐿𝑗𝑘𝑡 + 𝛽2ln𝐾𝑗𝑘𝑡 + 𝛽3ln𝑀𝑗𝑘𝑡 + 𝛽4𝐹𝑖𝑟𝑚_𝐴𝑔𝑒𝑗𝑘𝑡 + 𝜏𝑘𝑡 + 𝜀𝑗𝑘𝑡, (21)

where the formula for firm value added ln𝑦𝑗𝑘𝑡 is

log [ (total sales - the repurchase of stocks)
gross value added implicit price deflators by industry]

for firm 𝑗 in industry 𝑘 at time 𝑡 (ABS, 2018). We use the method proposed by Abowd
et al. (2002) to derive the logarithm of estimated firm average labour components, ln𝐿𝑗𝑘𝑡
for firm 𝑗 in industry 𝑘 at time 𝑡. The formula for the logarithm of capital cost per
employee ln𝐾𝑗𝑘𝑡 is

log [(equipment depreciation + business rental expenses + capital investment deductions)
consumption of fixed capital deflators by industry ].

We calculate the per employee logarithm of material inputs ln𝑀𝑗𝑘𝑡 as

log [ materials used in the production process
Producer Price Index for intermediate goods]

for firm 𝑗 in industry 𝑘 at time 𝑡. The logarithm of age for firm 𝑗 in industry 𝑘 at time
𝑡 is 𝐹𝑖𝑟𝑚_𝐴𝑔𝑒𝑗𝑘𝑡. The estimated time fixed effect for firm 𝑗 in industry 𝑘 at time 𝑡
is denoted as 𝜏𝑗𝑘𝑡. The term 𝜀𝑗𝑘𝑡 are assumed to satisfy 𝜀𝑗𝑘𝑡

𝑖𝑖𝑑∼ 𝒩(0, 𝜎2
𝑘) to estimate

unbiased coefficients for the Cobb Douglas production function.

We follow Mare et al. (2017) and define productivity measure as 𝑀𝑓𝑝𝑗𝑘𝑡 = ̂𝜏𝑘𝑡 + ̂𝜀𝑗𝑘𝑡,
which includes both time fixed effects 𝜏𝑗𝑘𝑡 and the estimated multi-factor productivity
̂𝜀𝑗𝑘𝑡 for firm 𝑗 in industry 𝑘 at time 𝑡.

E.2 Products

We measure products by counting the number of unique patent and/or trademark appli-
cations a firm has in each year over the period between 2003 and 2013.

E.3 Firm sales

The formula for firm sales, ln𝑆𝑎𝑙𝑒𝑠, is:

log [ (total sales - the repurchase of stocks)
gross value added implicit price deflators by industry]
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F Summary Statistics

Figure 10: Patents and trademarks business networks before the Global Financial Crisis
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● ●Large firms Small & medium enterprises

before GFC in kamadakawai layout

Statistic N 𝑃1𝑠𝑡 𝑃50𝑡ℎ 𝑃99𝑡ℎ St. Dev.
Data grouping step
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 93 5.74 14.75 22.86 3.18
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 93 -2.86 2.4 7.6 2.01
FIRM_AGE 2,036 0 1.39 2.56 0.71
products 2,036 0 1.1 3.96 0.9
Sampling step
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 51 5.74 14.83 20.29 3.06
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 51 -0.33 2.13 5.8 1.65
FIRM_AGE 122 0 1.39 2.48 0.6
products 122 0 1.39 5.06 1.24
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Figure 11: Patents and trademarks business networks during the Global Financial Crisis
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● ●Large firms Small & medium enterprises

during GFC in kamadakawai layout

Statistic N 𝑃1𝑠𝑡 𝑃50𝑡ℎ 𝑃99𝑡ℎ St. Dev.
Data grouping step
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 125 2.99 13.39 32.53 5.295
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 125 -3.56 0.47 7.02 1.94
FIRM_AGE 4,492 0 1.95 2.77 0.672
products 4,492 0 1.39 4.37 0.917
Sampling step
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 79 1.98 13.43 31.24 5.43
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 79 -3.61 0.47 6.05 1.98
FIRM_AGE 150 0 1.95 2.77 0.54
products 150 0 1.79 5.91 1.36

Figure 12: Patents and trademarks business networks after the Global Financial Crisis
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● ●Large firms Small & medium enterprises

after GFC in kamadakawai layout

Statistic N 𝑃1𝑠𝑡 𝑃50𝑡ℎ 𝑃99𝑡ℎ St. Dev.
Data grouping step
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 205 6.26 14.76 39.94 7.42
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 205 -3.57 0.89 9.6 2.66
FIRM_AGE 7,303 0 2.2 3 0.71
products 7,303 0 1.37 4.48 0.95
Sampling step
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 93 7.85 14.76 40.56 6.41
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 93 -3.07 0.89 9.89 2.73
FIRM_AGE 240 0 2.3 2.89 0.5
products 240 0 1.95 6.18 1.48
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G Empirical results

Table 4: Patents and trademarks business networks before the Global Financial Crisis

logit ergm latent
Intercept −6.06 [−9.61; −2.51]∗ −6.00 [−9.95; −2.06]∗ 0.21 [−4.79; 5.32]
gwdegree 𝜆 = 0.25 1.26 [0.26; 2.25]∗ 0.72 [−0.62; 2.07]
gwdsp 𝜆 = 0.2 −0.11 [−0.47; 0.25] −0.27 [−0.70; 0.16]
gwesp 𝜆 = 0.05 1.78 [1.42; 2.14]∗ 1.78 [1.19; 2.38]∗
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 0.07 [−0.14; 0.28] −0.07 [−0.26; 0.13] −0.06 [−0.86; 0.85]
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 0.03 [−0.09; 0.16] 0.10 [−0.02; 0.22] 0.32 [−0.12; 0.89]†
Largefirm 0.98 [0.10; 1.86]∗ 0.95 [0.19; 1.70]∗ 4.35 [0.86; 9.68]∗
SME −1.04 [−1.92; −0.16]∗ −0.97 [−1.86; −0.08]∗ −2.85 [−6.45; −0.20]∗
products 0.31 [0.07; 0.55]∗ 0.29 [0.06; 0.52]∗ 0.84 [0.11; 1.80]∗
FIRM_AGE 0.15 [−0.28; 0.59] 0.14 [−0.31; 0.59] 0.71 [−0.61; 2.12]
AIC 484.44 551.85
BIC (Likelihood) 655.86 723.26 1964.82
BIC (Latent Positions) 1374.01
BIC (Overall) 3651.70
∗ significant at 5% level; † significant at 10% level

Table 5: Patents and trademarks business networks during the Global Financial Crisis

logit ergm latent
Intercept −9.51 [−14.27; −4.75]∗ −6.34 [−9.83; −2.84]∗ 0.46 [−4.87; 5.82]
gwdegree 𝜆 = 0.25 0.31 [−0.50; 1.12] 0.03 [−0.93; 1.00]
gwdsp 𝜆 = 0.7 −0.80 [−1.13; −0.47]∗ −0.57 [−0.76; −0.38]∗
gwesp 𝜆 = 0.35 2.68 [2.23; 3.13]∗ 2.41 [1.87; 2.94]∗
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 0.02 [−0.17; 0.21] 0.10 [−0.05; 0.26] 0.15 [−0.64; 0.94]
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| 0.10 [0.01; 0.18]∗ 0.01 [−0.05; 0.07] 0.20 [−0.19; 0.64]
Largefirm 2.25 [1.39; 3.12]∗ 1.46 [0.90; 2.02]∗ 12.66 [6.36; 21.01]∗
SME −0.98 [−1.80; −0.16]∗ −0.81 [−1.50; −0.12]∗ −2.25 [−5.79; 0.94]
products 0.34 [0.13; 0.56]∗ 0.19 [0.01; 0.36]∗ 1.02 [0.22; 1.90]∗
FIRM_AGE 0.21 [−0.38; 0.80] 0.25 [−0.20; 0.71] 0.59 [−0.69; 1.89]
AIC 521.38 678.41
BIC (Likelihood) 726.38 883.41 157.88
BIC (Latent Positions) 2736.21
BIC (Overall) 3374.66
∗ significant at 5% level; † significant at 10% level
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Table 6

logit ergm latent
Intercept −42.40 [−1616.35; 1531.55] −40.06 [−40.94; −39.17]∗ −1.38 [−6.67; 4.02]
gwdegree 𝜆 = 0.1 2.73 [2.10; 3.35]∗ 1.33 [0.07; 2.58]∗
gwdsp 𝜆 = 0.4 0.21 [0.08; 0.35]∗ 0.02 [0.02; 0.03]∗
gwesp 𝜆 = 0.6 1.85 [1.57; 2.13]∗ 2.78 [2.35; 3.20]∗
|𝑀𝑓𝑝𝑖 − 𝑀𝑓𝑝𝑗| 0.13 [0.04; 0.22]∗ 0.09 [0.07; 0.12]∗ 0.27 [−0.12; 0.81]†
|𝑆𝑎𝑙𝑒𝑠𝑖 − 𝑆𝑎𝑙𝑒𝑠𝑗| −0.01 [−0.06; 0.05] −0.06 [−0.08; −0.05]∗ −0.03 [−0.27; 0.25]
Largefirm 2.41 [1.74; 3.07]∗ 1.40 [1.20; 1.60]∗ 11.01 [4.24; 22.07]∗
SME −1.02 [−1.70; −0.33]∗ −0.43 [−0.64; −0.23]∗ −0.56 [−3.37; 1.79]
products 0.22 [0.07; 0.38]∗ 0.21 [0.17; 0.25]∗ 0.69 [0.13; 1.44]∗
FIRM_AGE 1.04 [0.50; 1.59]∗ 0.58 [0.43; 0.73]∗ 0.53 [−0.49; 1.53]
AIC 945.11 2214.44
BIC (Likelihood) 1176.51 2445.83 4324.90
BIC (Latent Positions) 3483.44
BIC (Overall) 8410.27
∗ significant at 5% level; † significant at 10% level
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H Diagnostics

Figure 13: ERGMs MCMC Convergence Diagnostics
(a) before GFC

(b) during GFC

(c) after GFC
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Figure 14: LSMs MCMC Convergence Diagnostics
(a) before GFC

(b) during GFC

(c) after GFC
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